JAIC'S

JOURNAL OF THE AMERICAN CHEMICAL SOCIETY

pubs.acs.org/JACS

Porous Organic Cage Nanocrystals by Solution Mixing
Tom Hasell, Samantha Y. Chong, Kim E. Jelfs, Dave J. Adams, and Andrew I. Cooper*

Department of Chemistry and Centre for Materials Discovery, University of Liverpool, Crown Street, Liverpool L69 72D, U.K.

o Supporting Information m Web-Enhanced

ABSTRACT: We present here a simple method for the bottom-up )
fabrication of microporous organic particles with surface areas in the
range 500—1000 m” g '. The method involves chiral recognition it ﬁ ¢
between prefabricated, intrinsically porous organic cage molecules that T © v U
precipitate spontaneously upon mixing in solution. Fine control over Ppt

particle size from 50 nm to 1 #m can be achieved by varying the mixing

temperature or the rate of mixing. No surfactants or templates are
required, and the resulting organic dispersions are stable for months. In

CC3-R CC3-§

this method, the covalent synthesis of the cage modules can be separated from their solution processing into particles because the
modules can be dissolved in common solvents. This allows a “mix and match” approach to porous organic particles. The marked
solubility change that occurs upon mixing cages with opposite chirality is rationalized by density functional theory calculations that
suggest favorable intermolecular interactions for heterochiral cage pairings. The important contribution of molecular disorder to
porosity and surface area is highlighted. In one case, a purposefully amorphized sample has more than twice the surface area of its

crystalline analogue.

B INTRODUCTION

Microporous materials with pores smaller than 2 nm have
potential applications in sorption, in separation, and in heteroge-
neous catalysis."> Most microporous solids are extended networks,
such as metal—organic frameworks (MOFs),* 7 covalent organic
frameworks (COFs),*** or organic polymer networks.">~'* Much
attention has focused on control over pore size, surface area,”® and
functionality in microporous solids. However, the physical form and
morphology of the material can be equally important in many
applications. Porous membranes might be desirable for gas sep-
arations,””** while porous particles may be more suitable in
heterogeneous catalysis,”> chromatographic separations,”* and drug
delivery® or for the preparation of hierarchically porous solids.>®

For porous particles, size and shape control is important—for
example, to modulate mass transport of guests in and out of the
solid, or to produce materials which can be packed effectively as
chromatographic stationary phases. Likewise, control over par-
ticle dispersibility in liquids may be required in applications such
as drug delivery.”> Two main approaches exist for particle size
control in porous solids: top-down processing, and bottom-up
synthesis. The most common top-down processing methods are
grinding, milling, and sieving, and these can also be applied to
porous materials.””>* Bottom-up synthesis methods include direct
crystallization from reaction solutions,**>* ultrasonic or micro-
wave synthesis,33 solvent-free synthesis,3'4 seeded nucleation,*
crystallization within prefabricated polymer monoliths®® or
beads,”” and heterogeneous polymerization.® In the context of
crystalline porous solids, zeolites have been investigated most
widely in terms of particle size control,*® and methods include
templated synthesis,**~* hydrothermal crystallization,**** and
confined-space synthesis.***’ More recent studies have described
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particle size control for other microporous frameworks such as
MOFs,** porous coordination polymers,*” and infinite coordina-
tion polymers.>

For nanoscale porous particles, the contribution of the external
particle surface is no longer negligible. This can be expected to
influence sorption behavior, although this is not always con-
sidered."** For crystalline porous solids such as MOFs and
COFs, sorption properties are often related directly to crystal
structure data with no consideration of the influence of particulate
morphology. This is a reasonable approximation for larger crystals
with high micropore surface areas, but becomes increasingly less
valid as particle sizes are reduced. Particle size control for porous
solids can be used to influence the interplay between sorption into
micropores and interparticle voids, thus leading to hierarchical
materials comprising both microporosity and mesoporosity.®”*
Also, diftusion lengths for mass transport are decreased in
nanosized forous materials, and this is important, for example,
in catalysis* and in separations. Substantial effort has been made
recently to produce small-scale porous MOF crystals, but this is
still seen as challenging. Newly developed methods, whether using
surfactants,”' confined space synthesis,sz’53 or tuning of reaction
conditions,>*** still struggle to achieve monodisperse crystal sizes,
and to obtain truly nanoscale crystals with diameters of 100 nm or
less. Moreover, such methods often require complex workup and
purification procedures to remove the surfactant or template.

In addition to the various classes of porous networks mentioned
above, there is 5géro;/;:ing interest in porous materials composed of

. . . 69,70
discrete organic or metal—organic” """ molecules. For example,
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Scheme 1. Synthesis of Organic Cage Modules by [4+6]
Cycloimination Reactions”
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“Both cage modules CC3 and CC4 can be produced as either R or S
enantiomers by using the (R,R)- or (S,S)-diamines, respectively. For
clarity, only the (R,R)-diamines and cage products are shown.

Figure 1. Scheme showing the window-to-window cage —cage packing
that leads to a 3-D diamondoid interconnected pore network (in yellow)
in the crystal structure for CC3-R.

we reported a class of [4+6] cycloimine cage compounds
(Scheme 1) which show §as uptakes that are remarkable for
molecular organic crystals.

The cages have tetrahedral symmetry and include four win-
dows that are large enough to be penetrated by small molecules
such as gases,59 halogens,68 and organic solvents.®> This
inherent porosity leads to high levels of permanent microporos-
ity in the molecular crystals after desolvation, with apparent
Brunauer Emmett—Teller surface areas (SAggr) up to 624 m’
g ' for our first generation of c ages (produced from 135
trrformylbenzene, see Scheme 1),>” and exceedmg 1300 m*
g ' for expanded analogues prepared by our group ® and by
Mastalerz et al.®* Variation of the vertex functionality in the
cages controls both the crystal packing and the topology of the
resulting pore network. For example, the homochiral (RR)-1,2-
diaminocyclohexane cage, CC3-R, packs in a window-to-window
arrangement to generate a 3-D diamondoid pore network
(Figure 1).” By contrast, the (RR)-1,2- dramrnocyclopentane
derivative, CC4-R, packs via window-to-arene interactions,”"
despite its close structural similarity with CC3-R. This leads to
frustrated crystal packing and a more complex pore structure in
CC4-R. [To summarize the notation, CCn-Y refers to covalent

Fast Rate of addition
o 0 . N

0 Colc

aimesadway

Figure 2. Scheme illustrating size and morphology control in porous
organic crystals, as achieved by varying the mixing rate and the mixing
temperature.

cage n with chirality Y. The racemate of CCn is therefore
CCn-(R,S), and quasi-racemates are (CCn-R, CCm-S).]

A distinguishing feature of “porous organic molecules”®" is
that they can be dissolved in common solvents. This opens up a
range of processing options that are not available for insoluble
networks and frameworks. We exploit this here to produce
porous crystals with exceptional control over particle size and
morphology. The method involves mixing prefabricated porous
cage modules that greapltate rapidly from solution as a result of
chiral recognition.”” Fine control over particle size is achieved in
a size range from S0 nm to a few micrometers, without the
addition of any surfactants or additional templates. Both the
mixing temperature and the rate of mixing may be used to control
the crystallization process and, thus, the size and shape of the
porous particles (Figure 2). The method can be applied both to
racemic crystals, comprising a single cage module, and to quasi-
racemic’> cocrystals comprising more than one module, in both
cases using intermolecular chiral recognition to drive the particle
precipitation. These porous particles can have apparent BET
surface areas (up to ~950 m* g_l) that exceed those observed for
solids produced from the individual component cage modules.
We also examine the percentage crystallinity in these particles,
and show that molecular disorder can increase rather than
decrease the accessible pore volume. This latter effect, which
may not be immediately obvious from measurements such as
powder X-ray diffraction (PXRD), might have broader implica-
tions with respect to other microporous materials, such as

COFs. 5™ 1#

B METHODS

Cage Synthesis. For CC3-R, dichloromethane (DCM, 100 mL)
was added slowly onto solid 1,3,5-triformylbenzene (5.0 g, 30.86 mmol)
without stirring at room temperature. Trifluoroacetic acid (100 uL) was
added directly to this solution as a catalyst for imine bond formation.
Finally, a solution of (R,R)-1,2-diaminocyclohexane (5.0 g, 44.64 mmol)
in DCM (100 mL) was added. The unmixed reaction was covered and
left to stand. Over S days, all of the solid triformylbenzene was
consumed, and octahedral crystals grew on the sides of the vessel. The
crystalline product was removed by filtration and washed with 95%
ethanol/5% DCM. Yield: 6.5 g, 83%. The synthesis of CC3-S was
identical to that of CC3-R, apart from the use of the (SS)-1,2-
diaminocyclohexane diastereomer. '"H NMR (CDCl;): 6 8.15
(s, CH=N, 12H), 7.89 (s, ArH, 12H), 3.33 (m, CHN, 12H), 1.9—1.4
(m, CH,, 48H) ppm. *C NMR (CDCl;): 6 159.1, 136.7, 129.5, 74.7,
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33.0, 24.4 ppm. MS (ES+): 1118 ([M+H]"). Accurate mass calculated
for C;,HgsN,: 1117.7020. Found: 1117.7065.

For CC4-S, (§,9)-1,2-cyclopentadiamine dihydrochloride (1.038 g,
6.0 mmol) and triethylamine (0.85 mL, 6.0 mmol) were dissolved in
methanol (80 mL). The resulting solution was added dropwise over a
stirred solution of 1,3,5-triformylbenzene (648 mg, 4.0 mmol) in DCM
(80 mL). The resulting mixture was left covered for 10 days at 20 °C.
White, needle-like crystals of CC4-S were collected by filtration, washed
with DCM/methanol (5:95 v/v) mixture, and dried in air. Yield: 898 mg,
87%. "H NMR (CDCL,): 6 8.20 (s, CH=N, 12H), 7.92 (s, ArH, 12H),
3.73 (m, CHN, 12H), 1.98 (m, CH,, 36H) ppm. *C NMR (CDCl;): 6
160.1, 136.5, 129.6,78.3, 31.8, 21.1 ppm. MS (ES+): 1033.6 ([M+H]").

Mixing of Cage Solutions. Solutions of the various cage modules
were mixed using an automated liquid handling robot (Chemspeed
Technologies ASW2000) in order to achieve reproducible control
over the addition parameters. A solution of CC3-S in DCM
(1.34 mM, 1.5 mg/mL) was added to a solution of either CC3-R
in DCM (1.34 mM, 1.5 mg/mL) or CC4-R in DCM (1.34 mM,
1.387 mg/mL) at a rate of 0.5 mL min ' with continuous vortex mixing
at a speed of 400 rpm. The mixing temperature was altered by heating/
cooling the reaction vessels on the liquid handling stage. A total volume
of 6 mL was used for the majority of the samples, but this was increased
to 50 mL to produce enough material for gas sorption analysis. For the
investigation of solvent addition rates, the temperature was maintained
at 20 °C and the rate of addition adjusted to 0.5, 5, or 20 mL min~ %,

Characterization. NMR. Solution "H NMR spectra were recorded
in deuterated chloroform at 400.13 MHz using a Bruker Avance 400
NMR spectrometer.

Electron Microscopy. Imaging of the crystal morphology was
achieved using a Hitachi S-4800 cold field emission scanning electron
microscope (FE-SEM) operating in both scanning and transmission
modes. Scanning-mode samples were prepared by depositing dry
crystals on 15 mm Hitachi M4 aluminum stubs using an adhesive
high-purity carbon tab before coating with a 2 nm layer of gold using an
Emitech KSS0X automated sputter coater. Imaging was conducted at a
working distance of 8 mm and a working voltage of 3 kV using a mix of
upper and lower secondary electron detectors. Transmission-mode
samples were prepared by dispersing the cage particles in a methanol
suspension and depositing onto carbon-coated copper grids (300 mesh),
imaging at 30 kV working voltage and 7 mm distance.

Powder X-ray Diffraction. PXRD data were collected in transmission
mode on a Bruker Advance D8 diffractometer with Ge-monochromated
CuKa; radiation and a LynxEye PSD on samples held in 1 mm diameter
special glass capillaries. High-resolution synchrotron PXRD data were
collected on the I11 beamline at Diamond Light Source (1 = 0.826141 A)
in transmission geometry using a capillary spinner. Analysis of the powder
diffraction patterns was carried out using TOPAS-Academic” software.

Details of density functional theory (DFT) calculations and crystal
morphology predictions are provided in the Supporting Information.

Gas Sorption Analysis. Surface areas were measured by nitrogen
adsorption and desorption at 77.3 K. Powder samples were degassed
offline at 100 °C for 15 h under dynamic vacuum (10> bar) before
analysis, followed by degassing on the analysis port under vacuum, also
at 100 °C. Isotherms were measured using a Micromeritics 2020 or 2420
volumetric adsorption analyzer.

Dynamic Light Scattering. Analysis was performed directly on the
mixed cage solutions in DCM using quartz vials and a Malvern Instru-
ments Zetasizer nano series.

M RESULTS

Particle Formation by Mixing Solutions of Cage Modules.
Two separate, equimolar solutions of CC3-R and CC3-S (1.34
mmol) were prepared in either DCM or chloroform. When these

solutions were mixed at room temperature, it was observed that
the combined solution became cloudy within seconds (Figure 3a;
see the video of the mixing process online). This is surprising,
since the total cage concentration is unchanged upon mixing.
The precipitation is caused by a sharp decrease in solubility upon
mixing of the R and S enantiomers. This was confirmed by 'H
NMR studies which showed the racemic mixture to be at least 10
times less soluble than the separate chiral modules (see Support-
ing Information, Figure S1; saturation solubility of CC3-R in
CHCl; = 8 mmol/L ; equivalent solubility of CC3-(RS)
racemate = 0.7 mmol/L). A Job plot produced from NMR data
at various CC3-R/CC3-S ratios also confirmed that the solubility
was lowest at a 1:1 molar ratio of the two enantiomers (Figure
S2). This phase behavior is a physical manifestation of the strong
preference for heterochiral window-to-window packing between
the two modules, as rationalized 5previously by crystal structure
prediction (CSP) methods.®®”*”

Particle Size Control Using Mixing Temperature. The
degree of opacity was reduced for a given starting concentration
when the solutions of CC3-R and CC3-S were mixed at lower
temperatures (Figure 3a, right). Moreover, solutions mixed at
reduced temperatures showed a slight blue coloration, indicative
of the light scattering that occurs with nanoscale particles. The
effect of temperature on particle size was therefore investigated in
detail by combining CC3-R and CC3-S at various mixing
temperatures. All other conditions, such as concentration and
rate of mixing, were kept constant. The resultant particle size was
measured by dynamic laser scattering (DLS) and also by scan-
ning electron microscopy (SEM) (Figure 3b,c). The CC3-(R,S)
particles were relatively monodisperse in size at all mixing
temperatures between —80 and +5 °C, and ranged from less
than 100 nm, at low temperature, to more than 1 #m at close-to-
ambient temperatures. That is, the size of the particles can be
controlled systematically by varying the mixing temperature. As
discussed below, all samples were highly microporous. There was
excellent agreement between the SEM and DLS results
(Figure 3b), at least up to around 1 um, above which size the
DLS measurement becomes less reliable. All of the particle
dispersions were found to be stable in DCM for at least several
months, with no Ostwald ripening or changes in particle size
(Figure 3d). The decrease in particle size with decreasing mixing
temperature stems, presumably, from a combination of de-
creased solubility, lower diffusivity, and rapid nucleation that
results in the growth of more numerous and smaller particles.

The particles are uniform, octahedron-shaped crystals
(Figure 4), and this morphology is retained down to the
nanoscale (Figure 4b). Each particle appears, superficially, to
comprise a discrete, single crystal, rather than aggregated crystals
or fragments of larger crystals.

As a control experiment, off-stoichiometry solutions of CC3-R
and CC3-S were combined in a 3:1 mol:mol ratio, and the
precipitated product was filtered off. Both the precipitate and the
material in the filtrate were isolated and investigated by PXRD
(Figure S3). The material recovered from the filtrate gave only
the diffraction pattern of homochiral CC3-R, while the precipi-
tate gave the peak-shifted diffraction pattern attributed to the
racemic CC3-(R,S) crystal, again confirming that the racemate
has much lower solubility. The evaporated, as-prepared solution
(without the filtration step) gave both sets of diffraction patterns
at an approximate 1:1 ratio. This is in agreement with the NMR
evidence that the opposite chiral enantiomers combine to form a
1:1 racemic crystal. As such, any remaining, excess homochiral
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Figure 3. @ () Photograph showing the effect of mixing together
equimolar dichloromethane solutions of CC3-R (far left) and CC3-S
(second from left) at 20 °C to form racemic microcrystals of CC3-(R,S)
(d~ 1 um), causing the solution to become opaque (third vial from left).
When the solutions are mixed at —80 °C, a transparent nanodispersion is
formed (far right). A video of the 20 °C mixing process is included online.
(b) Average particle size as a function of mixing temperature, as measured
by DLS and by SEM analysis. (c) Particle size distributions from DLS.
(d) DLS measurements show no significant change in particle size after
1 month in DCM solution at room temperature.

cage (CC3-R in this case) remains in solution, rather than
precipitating along with the racemic crystals.

Mixing solutions of the analogous cyclopentane-derivatized
modules CC4-R and CC4-S (Scheme 1) yields a crystalline,
racemic precipitate in the same fashion (Figures S4—S6). More-
over, combining the CC3-R module with its quasi-racemic
cyclopentane analogue, CC4-S, results in the same behavior
(Figure S). Hence, chiral recognition can be used to produce
both porous racemic particles, comprising one module (CC3 or
CC4), and quasi-racemic particles, containing two different cage
modules (CC3 and CC4). It should be noted that solution NMR
spectra for a homochiral mixture of CC3-R and CC4-R (or CC3-
S and CC4-S) show the distinct NMR signals for both species.
However, when the heterochiral equivalents of CC3 and CC4 are
mixed, the NMR spectra for both modules disappear, and no cage
signals are detectable (Figure S7). This shows that an even more
pronounced drop in solubility occurs when mixing CC3-R and
CC4-§, and that the change in phase behavior is driven by the
chirality, and not the differing chemical functionalities in CC3
and CC4. Again, the particles had octahedral geometries, and
particle size could be controlled by varying the mixing tempera-
ture, though the effect was less pronounced (Figures S and S8),
perhaps because of the stronger solubility suppression in the
CC3-R/CC4-S system.

PXRD patterns for the pure homochiral CC3 and CC4
modules, along with the porous racemic particles, CC3-(R,S)
and CC4-(R,S), and the quasi-racemic combination, CC3-R and
CC4-S, are compared in Figure 6a. The PXRD patterns for the
racemic and quasi-racemic combinations suggest phase-pure
materials. The PXRD patterns for the racemates and quasi-
racemate all closely resemble that observed for homochiral
CC3, suggesting a similar crystal packing, but the peak angles
are displaced slightly in each case due to small changes in the unit
cell volume. This confirms that the cages combine to form a
single racemic or quasi-racemic cocrystal phase, rather than a
chiral conglomerate. The shifts observed in the diffraction peaks
to higher angles with respect to CC3 place the unit cell sizes in
the following order: CC3-R > CC3-(RS) > (CC3-R, CC4-S) >
CC4-(R,S). This sequence can be rationalized by two simple
hypotheses: (i) Opposite enantiomers are able to pack together
more tightly in a more energetically favorable arrangement. (ii)
CC4, being the smaller module, packs more tightly than CC3.
From PXRD data alone, it is not possible to distinguish un-
ambiguously between an alternating, quasi-racemic structure, as
observed previously for the cocrystal (CC1-S, CC3-R),% and a
disordered cubic model where there is 50:50 site occupancy
(Figures SS and $6).

The structure for desolvated CC4-(R,S), as determined from
PXRD data, shows that chiral recognition between the two
enantiomers directs the system to crystallize in cubic symmetry
with the window-to-window packing motif, analogous to CC3
(Figures 1, 85, and $6).% This packing is unlike the window-to-
arene “stacks” and trigonal symmetry observed for the homo-
chiral CC4 system (Figure 6b), as determined by single-crystal
X-ray diffraction.”" These two different packing modes explain
the large differences observed in the PXRD patterns for homo-
chiral CC4-S and CC4-(R,S) (Figure 6a). This can be contrasted
with the homochiral CC3-R and racemic CC3-(RS) pairing,
where cubic window-to-window packing is observed in both
cases. Hence, the PXRD data are similar (Figure 6a) to those for
homochiral CC3, apart from a small shift in the peak positions to
higher angles for the racemate, CC3-(R,S).

Rationalization of Particle Formation. Previously, we ratio-
nalized the racemic preference for CC3 using CSP methods,*
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Figure 4. (a) Scanning electron micrographs for racemic CC3-(R,S) crystals formed by mixing dichloromethane solutions of the homochiral CC3-R
and CC3-S modules at a range of different temperatures. The crystals have octahedral geometry and decrease in size as a function of decreasing
mixing temperature. All micrographs are shown at the same scale. (b) Transmission electron micrographs for racemic CC3-(R,S) nanocrystals formed at

—20 °C. The crystals have an average diameter of 130 nm.

Figure S. Scanning electron micrographs of quasi-racemic (CC3-R, CC4-S) cocrystals formed by mixing dichloromethane solutions of the homochiral
CC3-R and CC4-S modules at three different temperatures. The cocrystals have octahedral geometry and decrease in size as the mixing temperature is

decreased. All micrographs are shown at the same scale.

which calculate the lattice energies for different hypothetical
crystal packings. While CSP can give an accurate survey of crystal
energy landscapes,”*”* it is still rather computationally expensive
to apply it to multiple molecular combinations, as in this study,
especially when the component cage molecules, CC3 and CC4,
are relatively large (MW > 1000 g mol ™ '). We therefore carried
out some more restricted DFT calculations for isolated cage pairs
to see whether we could explain the preferred packing modes in
terms of the most favorable pairwise intermolecular interactions.
Table 1 lists the DFT-D3 binding energies for isolated cage pairs
calculated in CP2K”® with the BLYP functional”” and TZVP-
MOLOPT basis sets.”®

For all three mixed chirality systems—the CC3 and CC4
racemates, and the CC3/CC4 quasi-racemate—we calculate
significantly more favorable cage-dimer binding energies for

the heterochiral packing mode in comparison with homochiral
packing. The calculated pairwise energy gains for a racemic or
quasi-racemic interaction over a homochiral interaction are 19
(CC3), 33 (CC4), and 35 kJ mol ' (CC3/CC4), respectively.
While these DFT-D3 dimer calculations do not, of course,
express the whole lattice energy, we propose that this strong
preference for intermolecular heterochiral pairing is a major
contributor to the rapid precipitation that is observed upon
mixing of heterochiral modules. This trend in binding energies
for heterochiral dimers with respect to homochiral cage dimers
rationalizes the marked decrease in solubility that occurs when
cages of opposite chirality are mixed (Figures S1 and S2). These
DEFT calculations also rationalize correctly the observed packing
modes for the various module combinations, with all systems
preferring window-to-window packing, apart from homochiral
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Figure 6. (a) Powder X-ray diffraction patterns for the homochiral forms of CC3 and CC4 (patterns for R and S are identical), compared with racemic
and quasi-racemic combinations. (b) Comparison of cage packing modes observed for homochiral CC4 and racemic CC4-(R,S) crystals. Homochiral
CC#4 forms window-to-arene stacks, while racemic CC4-(R,S) adopts a window-to-window packing arrangement, as observed for CC3. (c) Nitrogen
sorption/desorption isotherms for racemic CC3-(R,S) crystals prepared by mixing at different temperatures, measured at 77 K, offset for clarity by 0, 4, 6,
and 8 mmol g7l , for solutions mixed at 20, 0, —20, and —80 °C, respectively. The BET surface areas derived from these adsorption isotherms for the
different mixing temperatures are as follow: 20 °C, 696 m’ g_l; 0°C, 617 m” g_I; —20°C, 559 m” g_l; —80°C, 507 m* g_l. (d) Nitrogen sorption/
desorption isotherms for CC3-(R,S) crystals prepared by mixing at 20 °C at different rates of addition, as measured at 77 K (two repeat experiments at
each addition rate are shown to demonstrate reproducibility of the preparations). The BET surface areas derived from the adsorption isotherms are as
follows: for 0.5 mL min~', 777 and 776 m* g ; for 5 mL min ™', 948 and 940 m> g~ '; for 20 mL min ', 995 and 936 m g~

CC4, where window-to-arene packing is energetically preferred
by more than 50 k] mol ™" (Figure 6b).”" We also note that triply
interpenetrated cage_ catenane dimers prefer to interlock in a
heterochiral fashion,”® by close analogy with the “free” cage
dimer calculations presented here.

Porosity Analysis. Gas sorption measurements for racemic
CC3-(RS) particles showed that all materials were highly micro-
porous (Figure 6c). Apparent BET surface areas for the samples
produced at different mixing temperatures (507—696 m* g~ ')
were broadly comparable with those measured for their homo-
chiral equivalent, CC3-R (624 m” g~ ').>” The shapes of the
isotherms, however, were affected by the particle size. An
increase in external surface area was observed as the mixing
temperature decreased and the particle size was reduced, as
evidenced by the upturn in gas uptake at high relative pressure
(Figures 6¢c and S9). The isotherm for the smallest particles,
produced at —80 °C (d,, < 100 nm), deviates from classic type I
isotherm behavior,*® and substantial hysteresis is observed, most
likely due to a significant contribution from interparticle voids
that occurs as the particle size is reduced to the nanoscale.

CC4-(R,S) particles, produced by mixing at 20 °C, were also
found to glve a classic type I isotherm and an apparent SAggT =
980 m” g ! in contrast with homochiral CC4-R, where
a complex, stepped isotherm is observed as a result of the

window-to-arene packing in that system.”" Likewise, the quasi-
racemic (CC3-R, CC4-S) particles prepared by mixing at 20 °C
showed a standard type I isotherm with SAggr = 936 m” g !
(Figures S10 and S11). These surface areas, while lower than
some extended networks,”® are among the highest reported for
porous molecular solids. 9-70

Particle Size and Morphology Control Using Mixing Rate.
The rate of addition of the two solutions during mixing was also
found to affect both the particle morphology and the porosity in
the materials. Most samples in this study were prepared using a
relatively slow mixing rate of 0.5 mL min~'. However, if the two
solutions of opposite chirality were mixed rapidly, causing almost
an immediate precipitation, then spherical particles were pro-
duced. Both the micropore volume and the surface area in these
rapidly precipitated particles were increased with respect to
materials produced by slower mixing. Rapid mixing of CC3-R
and CC3-S at 20 °C gave reproduc1b1e apparent BET surface
areas of more than 900 m? g (Flgures 6d and S12). This
represents a 50% increase in surface area in comparison with the
homochiral form of CC3 (624 m> gfl) ,* and this cannot easily
be rationalized by particle size alone. Moreover, DLS and SEM
measurements showed that the rate of mixing did not affect the
size of the particles significantly (Figure S13). However, SEM
investigations did show a marked morphology change for
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CC3-(R,S) samples produced by more rapid mixing (Figure 7a).
Slow mixing gave rise to octahedral crystals. As the mixing rate is
increased, this geometry becomes increasingly more spherical.
Octahedron-shaped particles represent the ideal crystal morphol-
ogy that is predicted from the crystal structure model (Figure 7b;
details in Supporting Information). We suggest, therefore, that
the substantial increase in microporosity for rapidly mixed

Table 1. DFT-D3 Calculated Binding Energies for Isolated
Cage Pairs for the Systems Discussed Here”

cage pair Packing mode binding energy (k] mol ™)
CC3-R/CC3-R window-to-window —150
window-to-arene —55
arene-to-arene —67
CC3-R/CC3-S window-to-window —169
window-to-arene —68
arene-to-arene —82
CC4-R/CC4-R window-to-window —77
window-to-arene —110
arene-to-arene —-90
CC4-R/CC4-S window-to-window —167
window-to-arene —110
arene-to-arene —-90
CC3-R/CC4-S window-to-window —162
CC3-R/CC4-R window-to-window —127

“The most favorable packing mode for each cage pair is highlighted
in bold.

samples stems from increased disorder within the crystals,
resulting from rapidly induced precipitation. There are some
precedents for disorder enhancing microporosity. For example, a
recent study has revealed that small defects in the crystal
structure, unobserved by X-ray diffraction, can play a key role
in determining the porosity and surface area in MOFs.*"** Based
on these observations, the influence of molecular disorder was
explored in greater detail, as described in the next section.

It is also possible to combine the effects of mixing rate and
mixing temperature. To demonstrate this, a CC3 (RS) sample
was produced by rapidly mixing (>20 mL min ") the CC3-R and
CC3-S enantiomers at —80 °C. This produced irregular particles
with mixed morphology and an average size of just 30 nm, as
measured by electron microscopy (Figure S14). Gas sorption
measurements show evidence for both microporosity and me-
soporosity (Figure 7c); again, we attribute the Iatter to inter-
particulate voids. The BET surface area, 819 m’ g ! was higher
than that of the bulk crystalline phase of homochiral CC3-R.
The contribution of interparticulate space is now 51gn1ﬁcant
as evidenced by the total N, uptake of 22.8 mmol g " for
these racemic nanoparticles compared w1th 8.2 mmol g~ for
macroscopic homochiral CC3-R crystals.*

Rationalization of Porosity: Crystalline or Amorphous?
The racemic crystals and quasi-racemic cocrystals reported here
all pack in an analogous window-to-window fashion, resulting in
a 3-D diamondoid pore structure that runs throughout the
structure (Figure 1). While this makes full use of the internal
porosity in each cage module, the external molecular surface of
the cage molecules is not exploited. We have already shown that
fully amorphous cage materials, produced by purposeful molec-
ular scrambling reactions,®* can exhibit more porosity than their
crystalline analogues because they exploit both “intrinsic” por-
osity (1n the cages) and “extrinsic” porosity (between the
cages).”” Microporosity has also been observed in other fully
amorphous organic molecular solids."”® One hypothesis,
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Figure 7. (a) Scanning electron micrographs for racemic CC3-(R,S) crystals formed by mixing dichloromethane solutions of the homochiral modules at
different rates of addition. (b) Morphology prediction for crystal growth based on a Wulff plot generated from the CC3-(R,S) crystal structure (c0) N,
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Figure 8. Powder X-ray diffraction patterns of CC3-R produced by
freeze-drying, vacuum evaporation, standard reaction, and slow crystal-
lization. It can be noted that the freeze-dried sample is amorphous, and
that a broadening of peaks can be observed in the other samples
increasing in accordance with the expected decrease in crystallinity.

therefore, is that the increased surface area in these racemic and
quasi-racemic particles results from a reduction in crystallinity, in
keeping with some of the morphologies observed by SEM,
particularly for rapidly mixed samples (Figure 7a).

To investigate the influence of the rate of precipitation from
solution, a series of control experiments was performed with
homochiral CC3-R. The objective was to investigate the con-
nection between precipitation rate and crystallinity, and whether
this in turn influences the resultant porosity and surface area, as
suggested by the racemic and quasi-racemic particles described
above. To do this, CC3-R was isolated from solution by a variety
of routes. First, six samples of CC3-R were synthesized in parallel
and allowed to crystallize slowly from the reaction mixture in
order to produce large crystals (d > S00 um)—that is, to
maximize the degree of crystallinity. A further six samples of
CC3-R were dissolved in DCM, frozen rapidly in liquid nitrogen,
and then freeze-dried. The aim was to induce rapid precipitation
from solution and to render the CC3-R material, as far as
possible, in an amorphous state. Six repeats in each case were
carried out to establish the reproducibility of the procedures.
These 12 samples were also compared to a sample produced
directly by our standard synthesis (as described in the Methods
section), and a further sample that was rapidly precipitated from
solution by fast vacuum evaporation of the solvent, rather than by
freeze-drying.

The six slow-crystallized samples all appeared to be crystalline
on the basis of PXRD measurements, as did both the sample
produced via our “standard” reaction and the fast vacuum-
evaporated sample. However, the vacuum-evaporated sample
showed a marked broadening of PXRD peak widths (Figure 8).
Moreover, upon close inspection it was clear that the slow-
crystallized samples gave rise to significantly narrower PXRD
peaks than the material produced directly by our standard
synthesis. By contrast, each of the six freeze-dried samples
appeared to be close to amorphous on the basis of PXRD.
SEM imaging of the samples supported these PXRD observa-
tions. Regular octahedral crystals were observed for the slow-
crystallized samples and the standard reaction sample, while
irregular morphologies were seen for the fast vacuum-evaporated
and freeze-dried samples (Figure S15).
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Figure 9. (a) N, sorption isotherms (77 K) for CC3-R produced by
freeze-drying (green diamonds), vacuum evaporation (blue triangles),
standard reaction (black squares), and slow crystallization (red circles).
Closed symbols show the adsorption isotherms and open symbols show
the desorption isotherms. (b) Reproducibility in surface area shown for
the crystalline (black squares) and amorphous (open circles) CC3-R
produced by slow crystallization and freeze-drying, respectively.

There is a direct correlation between the rate of precipitation
and both the gas uptakes and the calculated apparent BET surface
areas in this series of samples (Figure 9). The slow-crystallized
samples show a classic type I isotherm with no hysteresis,*
consistent with an ordered crystalline structure with a narrow
micropore distribution. This was extremely reproducible: Fig-
ure 9 shows the overlay of the nitrogen adsorption/desorption
isotherms for all six repeat crystallizations, and an apparent
SAgpr = 409 m* g71 was derived with a standard deviation of
just 8 m> g~ (see Figure 9b).

The freeze-dried samples showed a much higher nitrogen
uptake of 13.3 & 0.6 mmol g~ " at P/P, = 1, as compared with an
uptake of 4.50 + 0.07 mmol g ' for the slow-crystallized
material. A type I isotherm was again observed; however, in this
case both the sorption and the desorption curves are sloped at
higher relative pressures, and some hysteresis is observed. This is
consistent with the introduction of a degree of mesoporosity and
a broader range of pore sizes. The apparent BET surface area for
the amorphous samples was, on average, more than twice that
calculated for the slow-crystallized samples (859 m” g~ '; standard
deviation = 63 m> g~ ). The increased sample-to-sample variation
in the isotherms and in the calculated BET surface areas for these
six samples (Figure 9) is perhaps to be expected from the nature of
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Figure 10. Comparison between surface area and percentage crystal-

linity for highly crystalline, intermediately crystalline, and amorphous
samples of CC3-R.

the rapid freezing—freeze-drying process. These results are con-
sistent with the hypothesis that rapid precipitation induces lower
crystallinity and, hence, a higher accessible surface area in the
solids. We rationalize this as stemming from increased extrinsic
porosity that becomes accessible in the less ordered materials.

We next attempted to make a quantitative comparison be-
tween the apparent BET surface area and the level of crystallinity
in CC3-R (Figure 10). To do this, the percentage crystallinity
was determined by whole-profile pattern fitting of the powder
diffraction profiles to estimate the relative contributions from the
amorphous and crystalline phases (see details in Supporting In-
formation). Pawley refinement® was used to extract a model of
the diffraction intensities in the PXRD pattern for the fully
amorphous, freeze-dried samples. This was then used in a
multiphase refinement of the powder patterns for highly crystal-
line and intermediately crystalline samples (Figure S16). With
the intensities of individual reflections fixed, the refined scale
factors of the crystalline and amorphous phases were used to
calculate the relative abundance of the crystalline phase. For the
samples analyzed, we observed an approximately linear relation-
ship between the level of crystallinity in CC3-R and the apparent
BET surface area for the sample (Figure 10). On the basis of this
analysis, even a slow-crystallized sample was calculated to be
imperfectly crystalline (93%). Nonetheless, the porosity in these
slow-crystallized CC3-R materials can be considered to arise
predominantly from the ordered, crystalline structure in the
materials (Figure 1). By contrast, the as-synthesized, “standard”
CC3-Rreaction leads to a material with intermediate crystallinity
(77%) and an apparent BET surface area (592 m* gfl) that is
si%niﬁcantly higher than the slow-crystallized materials (409 =+ 8
m” g~ ). We suggest that this difference stems from increased
disorder in the as-prepared sample; that is, disorder enhances the
level of porosity in these solids, while broadening the micro-/
mesopore size distribution (see also comparison of calculated
pore size distributions, Figure S17).

On the basis of these data, it is reasonable to suggest that the
enhanced surface areas observed for the rapidly precipitated
racemic and quasi-racemic particles arise from a reduction in
crystalline order. We propose that rapidly induced crystallization
causes a reduction in long-range order in comparison to more
slowly crystallized samples. This could lead to an increase in
voids and defects, and to particles comprising misaligned
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nanocrystalline phases, hence creating additional extrinsic micro-
porosity between the cages. The higher apparent BET surface
areas in the CC4-(R,S) and (CC3-R, CC4-S) particles prepared
at 20 °C (980 and 936 m” g, respectively) compared to
the equivalent CC3-(R,S) sample (696 m* g~ ') might therefore
be explained by the more pronounced solubility suppression in
those systems upon mixing (see discussion above and Figure S7).
We propose that precipitation is more rapid upon mixing the
constituent modules for CC4-(R,S) and for (CC3-R, CC4-S),
and hence greater disorder and more microporosity is introduced.

W DISCUSSION

We demonstrate here a solution mixing process for the
preparation of highly microporous Particles with apparent BET
surface areas of up to ~950 m> g~ . As evidenced by the video
included online with Figure 3, the procedure is very simple in
comparison with other methods for the production of micro-
porous particles. Moreover, particle sizes are highly uniform and
can be controlled in the size range from 30 nm to 1 zm by varying
the mixing temperature, the mixing speed, or both. This may
have practical implications, for example, in the preparation of
materials for adsorption, for chromatographic separations, or for
heterogeneous catalysis. The process also leads to organic
dispersions that are stable for at least months in the absence of
any surfactants (Figure 3), suggesting additional applications
such as the formation of microporous coatings or the preparation
of composite materials where microporous organic nanoparticles
are deposited within a secondary host.

The porosity in these materials is influenced by the particle
size, especially in the case of small particles (d < 100 nm) where
interparticulate voids and external particle surfaces begin to play
a significant role. Of perhaps even greater significance, however,
is the degree of crystallinity in the materials. The experiments
with CC3-R (Figures 9 and 10) show clearly that fully amor-
phized samples are much more porous than their crystalline
analogues: Indeed, fully amorphous CC3-R adsorbs almost three
times as much N, as crystalline CC3-R and has over twice the
apparent BET surface area. Materials with intermediate degrees
of crystallinity have intermediate levels of porosity. For example,
on the basis of these new data, we estimate that CC3-R (SAgpy =
624 m”g ') as prepared in our first study®” was around 75—80%
crystalline, while more purely crystalline CC3-R, prepared by
slow crystallization, has a somewhat lower and highly reprodu-
cible surface area of 409 + 8 m* g~ . As illustrated in Figure 8
(and also Figure S18), the difference between the PXRD patterns
for samples with differing degrees of crystallinity and micropor-
osity may be relatively subtle, as mostly expressed by a broad-
ening in the Bragg peaks. This observation has direct relevance to
any studies involving crystalline porous organic molecular solids,
and perhaps especially for cage-like materials comprising pre-
fabricated pore volume®”*>%® where intrinsic porosity may be
covalently protected with respect to amorphization.

We also speculate that these observations regarding the
influence of molecular disorder on microporosity might have
broader relevance in terms of porous crystalline frameworks.
There is often a perception that amorphous “impurities” in
materials such as MOFs and COFs will be denser than the
crystalline framework, and hence serve to lower porosity and
accessible surface area. There is no fundamental reason, however,
for this to be the case. Indeed, the material with the highest
reported BET surface area, at the time of writing, is a wholly
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amorphous porous polymer framework® ®” (SAggr = 6461 m*
g )Y Likewise, amorphous covalent triazine frameworks
(CTFs) prepared from 1,4-dicyanobenzene were found to be
more porous than their semicrystalline analogues.”***” A num-
ber of COF:s give rise to PXRD patterns with rather broad peaks
and sample morphologies that, in some cases, do not immediately
suggest long-range order or crystalline phases. Indeed, COF-1,°
COF-5,%'*13 COF-300,"" and the triazine framework, CTF-1,”
for example, all give rise to PXRD peaks of breadth roughly
comparable to those observed here for CC3-R with intermediate
crystallinity.”' Moreover, the N, gas sorption isotherm and pore
size distribution data for COF-1° are more similar to those of
CC3-R with intermediate crystallinity, rather than the most
crystalline CC3-R materials (Figure 9 and Figure S$17), although
it should be noted that the two materials do not have identical
pore sizes. Clearly, all of these extended COF materials, like the
molecular cages studied here, exhibit long-range order based on
PXRD and other analyses. It is conceivable, however, that
disorder also contributes to the microporosity in COFs while
being relatively invisible to techniques such as PXRD, just as
observed for CC3-R. For example, COF-1, COF-5 and CTF-1all
have 1,3,5-connected topologies, and one could envisage chemi-
cally plausible amorphous models that rationalize microporosity,
much as we have presented for 1,3,5-connected amorphous
conjugated microporous polymers (CMPs).">'¢ Likewise, it
might also be possible to conceive amorphous models that
rationalize porosity in COF-300, as we suggested for the tetra-
hedral polymer framework, PAF-1."%%* On the basis of available
characterization data, it is difficult to quantify the contribution (if
any) of disorder to porosity in these crystalline COFs. In light of
our new findings, however, we would recommend that research-
ers consider this potential contribution to porosity when analyz-
ing crystalline frameworks and porous molecular crystals.

B CONCLUSIONS

We introduce here a new, modular approach to the bottom-up
fabrication of microporous particles that allows fine control over
particle size. The method is extremely simple, and involves no
more than mixing together solutions of organic cage modules
with opposite chirality. The cage modules themselves are readily
synthesized on multigram scales in a one-pot synthesis in good
yields (80—90%).”> Both the size and shape of the particles can
be controlled, as can the level of microporosity and mesoporos-
ity. Apparent BET surface areas approaching 1000 m> g~ ' can be
obtained. Dispersions and nanodispersions of these porous
particles are stable in organic solvents for at least several months,
and no additional workup or purification is required because no
surfactants or templates are used. In principle, this methodology
could be extended to larger cage modules—for example, to
prepare porous nanoparticles for drug delivery applications.
Likewise, the method need not be limited to chiral recognition,
but could be extended to any cage combination where the
solubility of the cocrystal is significantly lower than that of the
individual modules. In this regard, there is much scope for the
synthetic introduction of chemical recognition motifs in cages—
for example, to enable intermolecular interactions such as
hydrogen bonding, halogen bonding,67 salt formation, and
71—t stacking.

In the course of the study, we have also demonstrated the
importance of molecular disorder in these systems. Indeed, if the
end goal is simply to enhance surface area, total amorphization

can greatly enhance porosity, although this also leads to a broader
pore size distribution. We believe that this latter observation
might have much wider relevance—for example, when evaluating
structure—property relationships in predominantly crystalline
extended frameworks such as MOFs and COFs.
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